Identifying Characteristic Syntactic Structures in Obfuscated Scripts by Subtree Matching
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Abstract  Many approaches to web malware detection tend to consider obfuscated scripts as malicious, although it is has been demonstrated that obfuscator does not indicate malice. In a bid to distinguish obfuscation techniques used in malicious and benign scripts, we propose a subtree matching technique to identify learned structural patterns in analyzed scripts. Our proposal implements two techniques from the realm of natural language processing and string algorithms. We advocate the use of abstract syntax trees to reduce the entropy introduced by string randomization and rather focus on code structure patterns. In a learning phase, we discover frequently occurring trees in abstract syntax treebanks, while in the testing phase, we attempt to identify these trees within a candidate AST by using a pushdown automata that accepts the set of learned trees.
1 Introduction

Though obfuscation in scripting contents has been studied for some time now, it still remains a difficult task to reverse it. Of course, simple schemes can easily be defeated by hooking critical sinks and executing the then-modified program. However, more advanced and sophisticated techniques increase the complexity of the output to the point where some obfuscated contents need to be brute-forced. Obfuscation is further hardened through the use of redirection techniques: obfuscated contents are not provided as a single piece of code to reverse but are often scattered among several files and origins, the original script rebuilding itself through several layers of deobfuscation and linking.

Readers not familiar with the matter of obfuscation in web scripting languages can refer to a survey of obfuscation schemes[1] and this taxonomy compiled by Collberg et al.[2] where obfuscating transformations are divided into 3 main categories: layout obfuscations which remove formatting information from the source code; data obfuscations which obscure data and data structures (storage, encoding, aggregation or ordering); control-flow obfuscations which affect the aggregation, ordering or computations of the flow of the code. We are focusing on the last two types. What we propose is to identify these obfuscating transformations by exhibiting characteristic structures only found in these.

As an example, let’s take the well-known Dean Edwards’ packer which is used among both benign and malicious scripts. Even though it is insufficient to detect it to decide on the dangerosity of a script, we believe it is still important to acknowledge its existence within a script, and so is for other kinds of obfuscating transformations more likely to occur in malicious scripts or in benign scripts. The Dean Edwards’ packer is easily recognizable by its signature:

\[
\text{eval(function(p,a,c,k,e,d)
\{e=function(c)
\{return
\}}
\]

However, what if someone tweak the code to obtain a different signature than \(p, a, c, k, e, d\). Would the current detection systems still acknowledge its presence? On the other hand, this packer performs some operations that are well-known to security analysts and the part of the structure of the abstract syntax tree (AST), resulting from parsing the packer, can be captured. In particular, the previous signature can be abstracted to the following (extended signature in prefix notation):

\[
\text{CALL eval CALL FUNC ASSIGN ID FUNC RET}
\]

Such representation allows us to capture different layers of nesting as well. In this paper, we explain the different algorithms and steps taken to build an automaton able to capture several of such structures at a same time.

2 Related Works

The issue of obfuscation is rarely raised and was almost considered an artifact of malicious contents. As a testament of such way of thinking, we can point out two notable papers on the seldom dealt-with issues of obfuscation in JavaScript code.

In [3], the authors have observed that malicious web pages include obfuscated code used to circumvent signature-based detection systems. The authors have designed three metrics (byte occurrence, entropy, word size) to distinguish obfuscated strings from deemed benign unobfuscated ones. However, they recognize that obfuscated JavaScript is not itself a good indicator of malice. They only identified 6 different obfuscation patterns. Oddly enough, their method was not able to detect an \texttt{eval} unfolding string as obfuscated.

In [4], the authors clearly assumed that obfuscated strings are malicious in most of the cases. They proposed a machine-learning-based classification technique. With an overall number of 65 features, including 50 JS keywords and symbols, they came up to the conclusion that human-readable features perform better and considered reinforcing these in priority.

Contrary to these related works, we are not considering the obfuscated string itself, but rather the
obfuscated string as an output of an obfuscating transformation or a combination of obfuscating transformations, often implemented as automated tools. This is not a method for deobfuscation though.

3 Proposal

We propose to circumvent the issue of (tokenized) string matching by capturing the structure of the program through its parse tree. Since we wish to know about characteristic structures of obfuscating transformations, we propose to mine frequently occurring subtrees in a treebank. Eventually, we will be able to gain knowledge of the structures of obfuscating transformations and then use this knowledge to identify such structures in future datasets.

3.1 AST Representation

Since we are concerned with reducing the entropy of script contents for the purpose of analysis, it became necessary to abstract the script code in order to get rid of the randomization introduced in the identifiers and values. An accurate and abstract representation of a program is the abstract syntax tree. However, the AST used here is different in some aspects:

- values are not kept and replaced by generic types: NUM for numeric values, STR for string values, ID for identifiers;
- some identifiers for core objects and functions are preserved in order to make explicit operations such as overriding or aliasing of core components;
- conditions of branching and looping are not preserved and the whole construct is replaced by a couple \((S, I)\) where \(S\) represents a symbol (either BRANCH or LOOP) and \(I\) the set of instructions that form the body of the branch or loop;
- all instructions in a block are represented at the same level by sibling nodes, children of a node representing the containing block (which can be a branching control, a loop, a function definition, etc.).

Moreover, we are not tokenizing the AST representation as it has been done for pattern matching purpose in [5] but we focus on the properties of tree-like structures.

3.2 Subtree Matching by PDA

After discovering frequent recurring subtrees appearing in a learning dataset (or treebank), we will build transition rules from the learned subtrees (Fig. 1. The objective is to quickly identify the learned subtrees in the script being analyzed. The analyzed script, transformed into an AST, is fed to a pushdown automata, which is analogous to a finite state machine with a stack. This technique has been proposed by Flouri et al. [6] as an output to a new discipline of research dubbed arbology [10], which aims to apply or adapt algorithms on strings and sequences (also known as stringology) to the field of tree structures. Stringology made use of finite state machine as the model of computation and this naturally yielded to the use of pushdown automata towards trees, since the addition of the stack accommodates recursion.

Constructing a deterministic pushdown automata...
Each JS file is transformed to an AST and then to its prefix notation. Accommodating a set of subtrees is done in three distinct steps:

1. Construction of a PDA accepting a set of subtrees in their prefix notation.
2. Construction of a nondeterministic subtree matching PDA for a set of subtrees in their prefix notation.
3. Transformation of the nondeterministic subtree matching PDA to an equivalent deterministic PDA.

Each step employs well-known PDA construction algorithms which are further detailed in [6]. In this research, we implemented a script that parses an XML file listing frequently occurring subtrees and generates the transition rules for the deterministic subtree matching PDA. We also modified a program emulating a finite state machine to accommodate a stack. This program would parse the file containing the transition rules, as well as a file containing the script to be analyzed. The script to be analyzed is transformed into an AST and then expressed as a prefixed string (see Fig. 2) which is passed as input string to the subtree matching PDA. Whenever, there is a match, the matched subtree is reported allowing to identify characteristic subtree as the script’s AST is browsed.

4.1 Data Preprocessing

MWS2011 D3M datasets [7] are composed of 3 pcap files spanning the period of 3 days during February 2011. Each file features several HTTP conversations. An HTTP conversation takes place between the user agent (the browser) and one or several web pages (belonging to the same or distinct origins) during the span of a same browsing session. By definition, an HTTP conversation is constituted of several HTTP transactions (request and response).

Once we have been able to disambiguate the conversations, we apply a script to reconstitute JS files scattered among several origins or pages. The script takes each HTTP transaction individually, extract the JS contents and follow the linked contents through consecutive transactions. This allows us to recover fragmented scripts as a single file.

By such processing, we were able to recover over 60 files for Day 1, 82 for Day 2 and 116 for Day 3. As a mean of comparison, we also included a randomly handpicked dataset composed of transactions towards 25 domains of Alexa top 100. This last dataset is comprised of around 150 files.

4.2 Overview

The experiment is roughly divided between a learning and a testing phase. The learning dataset will provide subtrees to be matched on later datasets during the testing phase. Day 1 has been designed as the testing dataset. Due to time constraints, we settled for picking subtrees manually instead of an automated way. More details about such choice are provided in Section ?? We selected 35 subtrees from Day 1 ASTs ranging from 3 to 43 nodes, representing 1 to 3 instructions and 1 to 3 layers of nesting. Obviously, the longer the more specific.

These 35 subtrees were stored as ASTs in an XML file. The file was processed using the algorithms referred in Section 3.2 to generate states and transitions for our deterministic subtree matching pushdown automaton. The resulting automa-
ton comprises 379 states (among which only 39 are accepting) and 17057 transitions.

Concerning the other datasets (Day 2, Day 3 and Alexa25), we generated a prefix AST notation for each extracted JS file. These files were then inputted to the subtree matching PDA. Results include the number of subtrees identified (which is nearly equivalent to the number of a time an accepting state is reached, modulo possible false positives due to the entanglement of the PDA transitions), the matched subtrees, the time it took to process the JS file (in seconds).

4.3 Results

Among the 82 scripts, of the Day 2 dataset, passed to the PDA, 56 were found to contain one or several occurrences of a subtree picked in the Day 1 dataset which represents around 68% of the scripts. For the data of Day 3, 92 scripts of the 116 extracted were found to contain subtrees identified by the PDA, which is almost 80%. On the other hand, while confronting the data from the Alexa25 scripts, which contain a mixture of unobfuscated and obfuscated benign scripts, the ratio falls down to 50%. While this sounds to be still high, it is to be noted that most of the accepted subtrees are actually of two kinds, which revealed to be the shortest subtrees, thus more likely to occur. Additionally, the distribution is heavily polarized between these two subtrees for the Alexa25 dataset, while Day 2 and Day 3 datasets exhibit a more varied distribution of subtrees.

We were able to cluster JS samples around different type of subtree combinations: single subtree, combination of subtree from the same family, combination of subtrees from different families. A family is a set of subtrees extracted from the same sample at learning stage and therefore indicating with a high level of confidence that the JS sample contains a given obfuscating transformation when both subtrees are found together. This rules out cluster #22 from being a good cluster since its samples only contain a partial family (besides, the subtree is only 3 nodes long which explains its commonness). On the other hand, clusters #01, #03 are characteristics of the Dean Edwards’ packer since it contains all or most of the subtrees for family A (Dean Edwards’ packer). Cluster #12 is another such good example of a identified obfuscations.

In terms of performance, the PDA is quite an efficient technique. As a matter of fact, processing times for scripts of Day 2 range from 0.098803s to 0.279856s and an average of 0.10638s. For Day 3 dataset, minimum time is 0.098565s, maximum time is 0.151935 and average time is 0.103685s. For an average processing time barely exceeding 100ms, one must say that the PDA is quite efficient. Not to mention that these results were obtained using scripts written in Ruby, which is not praised for its time performance. On the other hand, the PDA was still tractable, and it may be possible that it grows to thousands of states and transitions in worst-case scenarios.

5 Discussion

The results have shown that we need to take into consideration some subtleties inherent to automata in order to avoid false positives.

We thought to apply data mining methods to past datasets in order to discover the most frequent subtrees. In fact, we started experiencing with a tool called Varro[8] which identifies and counts regularities in treebanks. Varro usually processes treebanks representing syntactically-annotated natural language sentences and extract frequent induced unordered subtrees. Our method, using prefix notation of ASTs, is limited to bottom-up subtrees[9], which offers less flexibility.

Varro minimizes memory use but the worst case memory performance is $O(nm)$ where $n$ is the number of vertices in the treebank and $m$ is the largest frequent subtree found in it. This has been the major drawback in our attempt to automate the discovery of frequently occurring subtrees in the MWS 2011 datasets as some scripts can span several thousand nodes.
6 Conclusion

In this paper, we have proposed a way to reduce the entropy induced by string randomization by focusing on the tree-like structures of programs that commonly occur during parsing time. Using an abstract syntax tree representation, we can express characteristic structures found in obfuscating transformations. We were also able to cluster samples around obfuscating transformations (expressed as a set (or family) of subtrees) and showed that clusters issued from benign samples are likely to be false positives, since the size of the subtree is too small to be characteristic by itself.

We are well aware that this is just a step towards classification of obfuscated samples based on the obfuscating transformations they employ. Indeed, we need to characterize more each subtree by, for example, assigning a grade based on their occurrence and length. Larger subtrees will then have more weight than short subtrees but short subtrees that occur consecutively a certain number times may indicate obfuscation. Then, we can combine several subtrees to represent an obfuscating transformation (for example, in this research, up to 4 subtrees were used to represent different part of the Dean Edwards’ packer) and then highly reducing the number of false positives.
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