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Abstract

Federated learning, as a privacy-enhanced distributed
machine learning method, is a very hot research topic
recently. It solves the direct problem of private data
sharing and global model training because each par-
ticipant uses their own data for training locally, and
only shares the training results (such as model weights,
gradients, etc.). But a practical problem it faces is
the non-independent and identical distribution of data,
which means that the local data of each participant
is highly inconsistent, both in terms of quantity and
distribution. Moreover, there is a lack of research re-
lated to the efficiency and privacy issues in the pre-
training process. Therefore, in this paper, we pro-
pose a novel solution that uses blockchain technology
to realize small-scale global data sharing which is used
for pretraining. Simulation experiments verify that
our method not only guarantees data security but also
greatly improves performance in terms of training speed
and accuracy.
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