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Abstract

Privacy protection has been a concern for researchers
for a long time. In today’s big data environment, users
interact with data on various web platforms, such as
sending and receiving emails, browsing news, etc., al-
most every day. For users, once they have provided
their information in an application, it is difficult to re-
move it from the root. When machine learning is widely
used today, most advanced features are obtained based
on understanding and training users’ data. As a result,
users’ privacy has been spread in every corner of the
application, makings it more accessible for attackers to
steal users’ private data.
Recently, an increasing number of laws have gov-

erned the useability of users’ privacy. For example,
Article 17 of the General Data Protection Regulation
(GDPR), the right to be forgotten, requires machine
learning applications to remove a portion of data from
a dataset and retrain it if the user makes such a re-
quest [1, 2]. This maintains the user’s right to use
their privacy from a privacy protection perspective [3].
From the security perspective, if an attacker compro-
mises the machine learning model by injecting some
pollution data into its dataset, it is also necessary to
remove such data from the dataset and retrain it [4].
For example, an attacker can open a backdoor in a ma-
chine learning model by injecting malicious data into
the dataset used for training. The attacker can steal
all the private data in the model.
For solving the above problems, it is necessary to re-

train the machine learning model. However, the exist-
ing retraining methods cause a large amount of com-
putational power and time consumption. Therefore,
researchers propose machine unlearning as a more effi-
cient research method [5].
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This paper provides an in-depth analysis of machine
learning models’ security and privacy concerns. Firstly,
we illustrate the privacy and security concerns based on
the review of related academic and industrial works.
Then, we compare the traditional retraining method
with machine unlearning methods to solve security and
privacy protection issues. Furthermore, we also discuss
the future research direction and possibilities in this
field.
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